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Abstract—This paper presents direct methods for vision-based
control for the application of industrial inkjet printing. In this,
visual control is designed with a direct coupling between camera
measurements and joint motion. Traditional visual servoing com-
monly has a slow visual update rate and needs an additional local
joint controller to guarantee stability. By only using the product
as reference and sampling with a high update rate, direct visual
measurements are sufficient for controlled positioning. The pro-
posed method is simpler and more reliable than standard motor
encoders, despite the tight real-time constraints. This direct visual
control method is experimentally verified with a 2D planar motion
stage for micrometer positioning. To achieve accurate and fast mo-
tion, a balance is found between frame rate and image size. With
a frame rate of 1600 fps and an image size of 160 100 pixels we
show the effectiveness of the approach.

Note to Practitioners—Thismethod of visual control ismotivated
by the current state-of-the-art in display manufacturing. Tradi-
tional solutions for the manufacturing of displays assumes that
the transformation between production head and control reference
(e.g., kinematic or dynamic model) is known with high accuracy
and that the display itself is rigid (i.e., fixed pitch between pixel cen-
ters). For flexible displays, this latter assumption is not the case. A
method is proposed that takes these issues into account. A camera
measures directly where the center of each display cell is located
and generates online a trajectory for velocity motion control. This
velocity reference is based on a smooth profile with a fixed velocity
on cell centers and a higher velocity in between cell centers. This
enables a higher overall velocity while ensuring a similar quality
of printing compared to a constant velocity reference. Visual con-
trol and trajectory generation is executed at 1600 [Hz] with an
image size of 160 100 pixels. Feedback is obtained only from vi-
sual input, the encoders present in the motors are not used.

Index Terms—Inkjet printing, microrobotics, product as en-
coder, trajectory generation, vision-based control.
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Fig. 1. Left: OLED substrate. Right: Transistors on a wafer.

I. INTRODUCTION

A. Motivation

The continuous consumer demand for better and faster electronics
(e.g., displays for smart-phones, televisions and cameras) has led to
the development of displays with increasingly higher resolution and in-
creasingly smaller pixel size. The technology for manufacturing these
display has to be improved or reinvented as well. In particular, current
state-of-the-art display technology offers products which have a flex-
ible or non rigid nature. The fabrication of these devices then becomes
a clear challenge as the flexibilities cause high inaccuracies in the man-
ufacturing process. For example, organic light emitting diode (OLED)
displays require a printing task on every pixel cell, however, when the
locations for printing are inaccurate or unknown (i.e., not measured di-
rectly), the display will not be manufactured correctly. These inaccu-
racies occur when the display is flexible, causing a mismatch between
measurements of the display location (i.e., encoder-based) and the ac-
tual location of a display pixel. A different example is pick-and-place
tasks of semiconductors on a wafer (see Fig. 1). The aim of this work
is to develop a visual control system that circumvents these inaccura-
cies by taking a more direct approach towards sensing and control. In
particular, the following developments are made:
• direct visual measurements;
• direct visual feedback;
• direct motion planning;
Direct visual measurements can determine accurately where a

printing task should be executed. However, when vision becomes part
of a control system, a number of problems may arise. Foremost, the
fact that visual processing can take considerably more time to execute
than a local control loop, demands the use of a double control loop
structure. This is also known as indirect visual servoing. The local
controller is executed at a fast rate (e.g., 1 [kHz]) to control the motion
of the system, while a slow (e.g., 25 [Hz]) visual loop determines the
motion of the system. This control structure is necessary to ensure
stability and at the same time allow vision to be part of the control
loop. When visual information can be fed back at an appropriate rate
(i.e., such that motion is stable), a double control loop structure is no
longer necessary and direct visual feedback can be achieved.
Furthermore, as visual servoing is a sensor-based control method-

ology, typical design of motion is executed on a path-planning level,
where constraints are not directly taken into account. As the control
structure now allows for direct measurements and feedback, and there-
fore trajectory tracking, the developedmethod also includes online mo-
tion planning with a constrained trajectory.

1545-5955 © 2014 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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Fig. 2. Comparison of high-speed vision systems. The solid lines depict the the-
oretical limit of the communication protocol. The references are Komuroet al.
[10], Ginhoux et al. [13], Nakabo et al. [9], Ogawa et al. [3], Graetzel et al.
[12], and de Best et al. [14].

The main contributions of this work are therefore the integration,
design and extension of traditional techniques (i.e., vision algorithms,
motion planning methods) by using high-performance hardware
(FPGA, camera). The developed system achieves a high control up-
date rate (1.6 [kHz]) and is motivated for the application of industrial
inkjet-printing. Moreover, in this context (i.e., inkjet printing), the
method of closing the control loop with vision is fairly new. Typically,
state-of-the-art inkjet printing solutions use visual feedback only for
monitoring or evaluation.

B. Related Work

As a research field, visual servoing has matured greatly since it
was first introduced in the 1980s [1]. The many forms in which visual
feedback is used can be subdivided in a few groups: image-based or
position-based visual servoing and eye-to-hand or eye-in-hand visual
servoing. The former distinguishes the control in image space (IBVS)
or cartesian space (PBVS), the latter describes the location of the
camera; fixed in the real world and pointing towards the end-effector
(eye-to-hand) or attached on the end-effector (eye-in-hand). Both
IBVS and PBVS determine the error from image processing; either
between image features (IBVS) or between object poses (PBVS). A
survey and review can be found in [1] and [2]. Most attention in the
past was on visual servoing for industrial robotic manipulators. More
recently, much interest is also gained towards microscopic imaging
systems with additional micro-positioning abilities. For example,
Ogawa et al. propose a visual control system for tracking and directing
motile cells using a high-speed tracking system [3]. Other, more
traditional examples can be found in [4]–[7], and a short survey in [8].
Also, research in electronic systems has shifted towards visual

control, where image retrieval and processing can be speeded up by
using different processors (e.g., CPU, GPU, FPGA) or camera inter-
faces (GigE, CameraLink). An example of this is by Ishikawa et al.
who have developed their own vision chip (128 128 [px] [9] and
320 240 [px] [10]) for processing at 1 [kHz].
Other high-speed vision systems, compared with respect to frame

rate and image size can be found in Fig. 2, and a survey can be found
in [11]. In this, Graetzel et al. [12] achieved a frame rate of 6 [kHz],
however, with an image size of 60 60 [px]. In fact, visual control
is not executed in this, as a static camera observes a fixed target (i.e.,

real-time wing beat analysis of drosophila). The method of Ginhoux et
al. [13] shows a model predictive control scheme combined with visual
servoing to track a beating heart in robotic surgery, which is achieved
with a frame rate of 500 [Hz] and an image size of 256 256 [px].
From this comparison, it might be obvious that a high frame rate is
chosen at the cost of a low resolution, which implies a lower accu-
racy as less pixels are available for analysis. This tradeoff is therefore
the limiting factor in vision-based control systems. The two remaining
methods, i.e., from de Best et al. [14] and our method, are discussed
and presented in the next section.
In the context of inkjet printing, visual feedback is not commonly

integrated. One example, however, can be found in [15], which uses a
camera to monitor the properties of the resulting drop (i.e., vision does
not close the control loop).
This paper is organized as follows. Section II presents the industrial

application of inkjet printing and the high-speed visual servoing
methodology. Section III presents the trajectory generation method
and the visual control approach. Experimental results are presented in
Sections IV, and Section V presents the conclusions.

II. DIRECT HIGH-SPEED VISUAL SERVOING

As mentioned in the introduction, a basic visual servoing control
architecture is divided into a slow visual reference loop (e.g., video
rate) and a fast local joint control loop (e.g., kHz rate). Due to the slow
visual update rate, the delay between a disturbance and a control action
can be dozens of sample-times in joint control reference. However, as
stated in [1], the availability of more and more computing power has
enabled researchers to use vision for feedback at higher rates. If the
camera is thus sampled fast enough (e.g., 1 [kHz]), this can reliably be
used as single feedback for motion control. In the following section,
our approach is motivated for repetitive patterns and the inkjet printing
application.

A. Repetitive Product Pattern

The advantage of using the product directly for positioning can be
explained best by a comparison. In traditional motion control, themotor
encoder determines in part the overall system accuracy. This is true for
systems in which the product is fixed with respect to the encoder and
if the product itself cannot deform. If the location of the production
head is relatively far from the motor encoder, vibrations can play a
role in this large measurement loop, and the positioning accuracy can
decrease. Similarly, if measurements are obtained to control the posi-
tion of a motion stage, the transformation between production head and
control reference (e.g., kinematic or dynamic model) has to be known
with high accuracy. This knowledge is usually difficult to obtain and
can even change over time. Furthermore, if measurements are done to
control the position of a motion stage, the fixation of the product on
the motion stage has to be rigid and identical for every new product,
which implies a costly motion and fixation system. A direct, visual
measurement system will effectively relate the position of the product
with respect to the production head since these have the same coordi-
nate frame. Moreover, when the product has a repetitive pattern, this
can act repetitively as (visual) reference encoder and, if sampled fast
enough, separate motor encoders become redundant.
Examples of repetitive patterns are for instance organic LED dis-

plays (OLED, Fig. 1) or semiconductors on a wafer substrate (Fig. 1).
In both cases, a positioning task has to align the production head with
respect to a repetitive pattern feature and perform a task. In the case of
OLED manufacturing, this additional task consists of inkjet printing.
In the case of semiconductor manufacturing, a pick-and-place task has
to be carried out. Despite the difference in manufacturing, a similar ap-
proach towards using the product as encoder can be taken.
In particular, for the case of semiconductor manufacturing, de Best

et al. [14] presented a visual control systemwith a frame rate of 1 [kHz]
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Fig. 3. Close-up of inkjet printing process. The travel time of the droplet causes
a position error of 5.76 [ ]. In order for the printing task to stay within the
defined positioning tolerance of , the velocity of the motion stage at
each OLED center should ensure .

and an image size of 90 90 [px]. In [14], results are shownwhere a 2D
stop-and-go positioning task is executed with a positioning accuracy
of ( measurement variation: 0.3 [ ]) and a delay of
2.5 [ms]. A repetitive pattern on a wafer consisting of semiconductor
products (see Fig. 1) is used for direct feedback.

B. Industrial Inkjet Printing

The manufacturing of OLED displays requires an inkjet printing
task on each individual OLED display pixel. As such, each pixel has
to be aligned with the printing nozzle (print-head) and a printing ac-
tion shoots a droplet of polymer into each cell (see Fig. 3 and [16]).
For cost reasons, the manufacturing of such displays has to be done as
fast as possible, implying also that the printing should be carried out
as fast as possible. The obvious solution of printing in a stop-and-go
manner, therefore, does not suffice. Instead, a printing task has to be
executed on-the-fly, where the print-head moves with a fixed velocity
over each OLED cell. If a display is a rigid structure (i.e., the pitch be-
tween OLED cells is equal) and the location of the display is known at
all times, the printing task could be executed with a constant velocity
and a constant drop-on-demand (DOD) print-frequency [17]. Existing
research adopting this technique can be found in, e.g., [18] and [19], an
overview of inkjet-based micro-manufacturing is given in [20]. How-
ever, due to the flexible nature of the display and the absence of a
proper fixation system, a designed trajectory is a necessity. An addi-
tional reason for designing motion with a trajectory instead of a con-
stant reference is the quality of the printing process. As the printing
quality deteriorates with a higher velocity of the print-head with re-
spect to the motion stage [21], a low velocity, when a printing action
is executed, is desirable. In order to obtain a higher average velocity, a
constant reference velocity should be avoided, and, instead, a designed
trajectory should be employed.
Fig. 1 shows a microscopic view of an OLED display. The size of

one OLED cell is 220 80 [ ], with a pitch in horizontal and ver-
tical direction of 220 [ ] and 80 [ ], respectively. For the printing
task, the print-head shoots a polymer droplet, which has a diameter of
50 [ ], at the center of each OLED cell (see Fig. 3 and [19]). In order
to execute an accurate printing task, the delay of the printing task itself
needs to be taken into account. The travel time of a droplet depends on
the velocity of the droplet and the distance it has to travel ,
and can be determined as

(1)

Assuming a droplet print velocity of and a printing
height of , the travel time of a droplet equals

. Consider that a printing action is triggered when the mo-
tion stage is moving with a velocity of

(for a 4.5 [ ] sized pixel and a frame rate of 1600 fps).

Fig. 4. Overview of the vision algorithm, which consists of three steps:
projection, filtering, and segmentation and image moment.

This implies that from the droplet leaving the nozzle to the droplet hit-
ting the OLED cell, a distance of 5.76 [ ] or 1.28 [px] has been trav-
eled by the motion stage. Similarly, the bounds on the velocity over
the center of the OLED cell can then be determined. Assume that the
position error for the printing process is tolerable at from
the center of the OLED cell. If the printing task is triggered exactly
at the center of the OLED cell, the velocity which violates this error
is then found as 6.9 [px/frame]. As such, the tolerance for the ve-
locity of the motion stage at each OLED center is thus specified as:

.
As there already exists an error of 5.76 [ ] if the printing task is

triggered exactly at the center of the OLED cell with perfect velocity
tracking, a better solution is to predict when the print-head should be
triggered. This is done by a linear predictor (i.e., - filter) which takes
into account the delay due to the travel time of the droplet (i.e.,

) as well as the delay between the trigger of the print-head and
the droplet leaving the nozzle. This analysis assumes that the print-head
is located at the center of the image, which might not be the case. For
the actual printing task the delay due to this mismatch has to be taken
into account as well.

III. VISUAL CONTROL

Visual measurements are incorporated in a trajectory that is gener-
ated online, for every control cycle. The overall control structure is
therefore defined as velocity trajectory tracking. These developments
are explained in this section.

A. Image Processing

The vision algorithm takes a gray-scale image from the camera as
an input, and performs three major steps to obtain the centers of the
OLED cells, as illustrated in Fig. 4.
The first step is projecting the image horizontally and vertically,

which results in two vectors and .
The second step is applying filters that eliminate illumination non-

uniformity and noise. For the horizontal vector , a moving-average
filter is applied to obtained the background illumination . By sub-
tracting from , the illumination-invariant vector is obtained.
To eliminate the high-frequency noise, a low-pass filter is applied to
to produce a smooth vector . The vertical vector is processed

similarly to obtained . The third step is segmentation and image mo-
ment. The segmentation on and produces bounding boxes for
OLED cells. Within each bounding box, the center of the OLED cell

is obtained from the image moment.

B. Direct Trajectory Generation

The general idea of direct trajectory generation is that for each iter-
ation a new motion profile for the next iteration is made, depending on
the current constraints, the current state and the current final trajectory
time. As the initial step, certain choices have to be made regarding the
type of trajectory and its constraints.
The overall shape of the trajectory (and its time derivatives) as well

as the degree of continuity has to be specified. These choices can
be easily incorporated in a polynomial trajectory by simply including
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or omitting constraint equations and by expanding or reducing the poly-
nomial function. A trajectory of order is therefore defined as

(2)

with , where indicates the initial time instant ( )
and indicates the final time instant. A general solution is acquired
by solving a system of linear equations

(3)

where is the so-called Vandermonde matrix [22]

...

(4)

The unknown polynomial coefficients are , and
lists the ( ) constraints that the polynomial should satisfy. The

coefficients can be computed as

(5)

where represents the pseudo-inverse of . A more detailed expla-
nation of this direct trajectory generation approach can be found in [23],
a related method (i.e., online trajectory generation) in [24].
As mentioned in Section II-B, instead of a constant velocity trajec-

tory, a smooth and varying trajectory should be employed for motion
control. Such trajectory should be designed with a fixed velocity on
OLED cells and a higher velocity in between OLED cells. This results
in a higher average velocity for the manufacturing of a display.
A continuous point-to-point trajectory is chosen, as this satisfies

the requirements for a smooth and varying trajectory and does not ex-
cessively excite the motion system. This is due to the fact that acceler-
ation discontinuities for adjoining trajectories are avoided. Moreover,
choosing the trajectory as afifth-order polynomial, implies that the sixth
derivative iszero,whichwillminimize the integratedsquared jerk [25].
The constraint vector is obtained as

(6)

in which image measurements are incorporated as for mo-
tion in -direction. The motion of the print-head is designed such that
at the center of each OLED cell the velocity and acceleration is equal
to a predefined value

(7)

in which, is determined as

(8)

where , is the execution time, and and
are the maximum velocity and acceleration, respectively [22].

This indicates that the motion is constrained by either a maximum ve-
locity or acceleration and effectively enables a higher average velocity,
while ensuring constraints on the center of the OLED cells.
The timing of each trajectory is thus determined by the visual mea-

surements. This in effect implies that a trajectory is designed with re-
spect to a global and a local kinematic constraint, i.e., arrival at prede-
fined times with fixed local kinematic constraint

(9)

in which is taken from (7) and is the ascending
trajectory time with the local loop time with iteration count .
The direct trajectory generator (DTG) generates a velocity trajectory

to control themotion stage tomove from oneOLED cell to the next. For
motion in -direction, from initialization, the left most OLED cell (of
the three horizontal cells in the field-of-view) is tracked and motion is
generated to move it to the print-head position with predefined
constraints. When this position is crossed (i.e., before the next itera-
tion), a new trajectory is generated. Similarly, the print-head should be
triggered by the event of an OLED cell center crossing . How-
ever, as this crossing most likely occurs in between iterations, the exact
trigger time is predicted as

(10)

(11)

where is the estimate of the time until a cell center crossing,
is the delay due to the travel time of the droplet through the

air [see Section II-B and (1)] and is the remaining delay (e.g.,
due to data communication, position difference print-head and image
center). This remaining delay can to be calibrated offline via themethod
presented in [21].

C. Velocity Trajectory Control

The motion of the -stage is velocity controlled due to the impor-
tance of a fixed velocity at each OLED cell center. This is necessary to
guarantee a fast cycle time when manufacturing a display. The objec-
tive of the control system is therefore to track a time-varying reference
trajectory , in order to achieve

(12)

This control system is stabilized with a feedback compensator (i.e., a
PID controller) and a feedforward compensator (i.e., mass and friction
compensation). In discrete time, the velocity PID controller has the
form (see also Fig. 5)

(13)

where , and ,
for motion in -direction. Furthermore, and indicate re-
spectively the proportional, integral and derivative gains. The feedfor-
ward compensation term for the mass and the friction of the motion
stage is added as

(14)

where is the estimated mass of the motion stage and where
denotes the viscous friction term, denotes the Coulomb fric-
tion term and is the signum operator. This classical model of
friction (see e.g., [26]) is sufficient to compensate for the major friction
disturbance as occurs in the prescribed task (see Section IV).
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Fig. 5. Left: Control scheme. The DTG block generates a trajectory online based on image measurements. Trajectory tracking is achieved with a velocity PID
controller, with an additional feedforward term to compensate for the mass and the friction of the motion stage. Right: Diagram of the visual control system for
inkjet printing.

Fig. 6. Vision accelerator for projection and filtering, described in
Section III-A. Only the processing of the horizontal vector is illustrated.
The processing of the vertical vector is similar. (ALU: arithmetic logic unit.
Mem: memory block.).

IV. EXPERIMENTAL RESULTS

In this section the experimental setup is presented, and results are
shown for the direct visual control methodology.

A. Experimental Setup

An experimental setup is developed which consists of two linear
actuators (Dunkermotoren ServoTube STA11), a stationary camera
(SVS-Vistek-340), and an FPGA (Xilinx Virtex-5 xc5vsx50t) for
processing (see [14] and [27]). The camera sends monochrome images
(8-bit per pixel) with a frame rate of 1600 fps and image size of
160 100 pixels directly to the FPGA via a CameraLink interface.
Combined with a 1.5x magnifying lens (Opto-engineering MC1.50x)
the images have a pixel size of 4.5 [ ].
As one pixel is represented by one byte, the effective network load

for transferring the images at 1.6 kHz is roughly 26 MB/s (see also
Fig. 2). As the proposed control method is a direct visual servoing ap-
proach, the control frequency is similar to the camera frame rate, i.e.,
1600 Hz. It has to be mentioned that feedback is solely obtained from
visual measurements, the local motor encoders which are present in the
linear motion system are not used.
Visual processing is accelerated and optimized on a FPGA to utilize

parallel processing as much as possible. The image sensor is directly
connected to the processor such that processing starts directly when
the first line of the image is received. The steps of high-computational
complexity or high operations per data, and with regular memory ac-
cess patterns, are mapped on to the dedicated accelerator on the FPGA
(steps and as can be seen in Fig. 6).
The accelerator is configured to match the data rate of the camera (4

pixels per clock cycle), but can be tuned to handle a higher data rate if
needed. The vision accelerator utilizes approximately 10% resource of
the FPGA. Therefore, the accelerator can be scaled to support cameras

Fig. 7. Timing pipeline for the vision and control algorithm on FPGA. Pro-
cessing starts directly when the first line of the image is received.

TABLE I
TIMING OF VISION PIPELINE

with higher frame rates. More details of the vision pipeline on FPGA
can be found in [28].
Fig. 7 and Table I show the timing breakdown of the complete image

pipeline. It shows that the update rate is dominated (i.e., limited) by the
transfer (readout) of image data to the processor.

B. OLED Cell Center Detection

As an initial step it is determined if a correction for lens distortion is
necessary. The camera calibration method as presented in [29] is used
due to the small field-of-view (i.e., for 640 480 [px])
and the limited depth of focus. Because of a low distortion lens, and
the fact that the image for control only extends a maximum of 80 [px]
from the center, the distortion has no significant influence.
Each 160 100 [px] image (i.e., ) contains 3 5

OLED cells. Fig. 8 shows a close-up of the result of the image
processing steps as explained in Section III-A. The measurement
noise has a standard deviation of .
As such, 99.7% of the measurements lie within the deviation of

, which is quite a substantial value
considering the required accuracy of 10 [ ]. The ambiguity that can
occur in the tracking of subsequent structures is avoided by limiting
the velocity.

C. Trajectory Generation Results

Following, results are presented for visual trajectory tracking of a
smooth point-to-point trajectory. Finally, a comparison with traditional
encoder-based control is given.
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Fig. 8. Output of center detection algorithm. Left: Image after segmentation.
Right: Image depicting the detected OLED cells and their center.

Fig. 9. Velocity trajectory control with DTG without compensation
Es-

pecially at OLED cell centers (local minima where
) only a PID controller proves not to be sufficient. Iteration 500

roughly compares to 0.31 [s].

D. Results for Point-to-Point Trajectory Tracking

To show the effectiveness of using a near-repetitive pattern
for motion control the trajectory is designed as follows. From
standstill a smooth velocity is designed to a fixed velocity (i.e.,

) and acceleration (i.e.,
) at an OLED cell center. The velocity in

between the cell centers is chosen higher to obtain a higher printing
throughput, and obtained by setting a maximum velocity for each
velocity profile. This results in an average velocity for the trajectory of
about , while for a constant velocity
trajectory this would be equal to the velocity at the OLED cell centers,
i.e., . This directly motivates
the use of an online generated trajectory for motion control as a speed
increase for printing of 25% is easily obtained. Depending on the
limits of the actuators, this can be increased even more.
Fig. 9 presents the tracking results of the online generated trajectory

with only a PID controller. It can be seen, at the start of the trajectory,
that the static friction (stiction) takes several iterations to overcome.
Furthermore, it shows that the viscous friction creates a delay between
the reference velocity and the real (or estimated) velocity. This is par-
ticularly visible at relatively low ( )
velocities. Furthermore, the friction of the system causes large distur-
bances at OLED cell centers (i.e., the local minima, where

), and is most likely caused by the
switching of sign of the acceleration (i.e., negative to positive). This
delay and disturbance can be compensated for with a feedforward term
which includes the mass of the motion stage as well as a friction com-
pensation term as proposed in Section III-C. A final friction effect can
be seen in the velocity range of
and reveals a stick-slip-like phenomena. This spontaneous jerking mo-
tion is caused by alternating sticking and sliding regimes in the lower
velocity range.
Fig. 10 presents the tracking of the online generated trajectory with

a PID controller and the mentioned compensation terms. The parame-
ters for friction compensation are obtained via the method presented in
[30] and via experimental tuning. In particular, the individual parame-
ters of the Coulomb and viscous friction (i.e., and ) are estimated
based on open-loop measurements. A velocity ramp trajectory is exe-
cuted as reference and from the resulting measurement response (i.e.,
velocity versus time) an initial estimate of the friction parameters can
be retrieved. This initial guess is then tuned online (i.e., closed-loop)

Fig. 10. Velocity trajectory control with DTG with feedforward compensation
( ). The esti-
mated velocity stays closer to the reference velocity compared to DTG without
compensation. Iteration 500 roughly compares to 0.31 [s].

Fig. 11. Comparison of our proposed vision-based control approach and en-
coder-based control ( and ,
respectively). The timing between print actions is not constant (see vertical
lines), and thus, an encoder-based approach is not suitable.

to obtain a better motion performance. The mass of the system is
estimated by weighing the motion system and tuned to obtain a decent
performance. It can be seen that by compensation for the mass of the
system as well as the viscous friction, the measured (or estimated) ve-
locity follows the reference velocity more close. This is especially vis-
ible at relatively low ( ) velocities.
In the same velocity range, however, the stick-slip-like phenomenon
is still visible. A compensation for this is not incorporated as the per-
formance of motion control in this velocity range is not particularly of
interest. This also holds for the stiction effect close to zero velocity.
The performance of trajectory tracking is evaluated by the root mean

square (RMS) of the error velocity in Cartesian space. Without com-
pensation of the friction and the mass of the system this is found as

(see Fig. 9). When the compensation scheme is included the error RMS
value is found as

, indicating a clear advantage of the compensation scheme
(see Fig. 10).
A different important performance measure is the actual velocity on

the center of the OLED cell. As can be seen in Fig. 9, there is a rel-
atively large error between the reference velocity and the actual ve-
locity on the OLED cell centers (i.e., local minima where

), due to a poor controller. Fig. 10 shows
that with a properly designed controller (i.e., including the feedfoward
compensation) this error is clearly lower. Even though the velocity
response has some delay, this amount of delay stays within bounds
(i.e., as determined in Section II-B)
when considering the moment of printing:

.

E. Comparison With Encoder-Based Control

To further motivate our approach, we compare our method with tra-
ditional encoder-based motion control. For comparison, the reference
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velocity for both approaches is chosen as a smooth trajectory. Results
can be seen in Fig. 11 and show that our method is equal or more accu-
rate compared to encoder-based control ( and

, respectively). This is because the built-in
motor-encoder has a lower resolution by design and a higher amount
of measurement noise. Moreover, it has to be mentioned that for tradi-
tional encoder-based control an online generated trajectory can never
be determined, simply due to the lack of visual feedback. If visual infor-
mation is not included, the inkjet printing task can never be successfully
executed, as the location and time for printing can not be determined.
This can be seen in Fig. 11 where the time between print actions is not
constant, but determined at runtime.
A comparison to traditional visual control is intentionally omitted,

due to the fact that these methods (i.e., position- or image-based visual
servoing) minimize a position error and do not consider a velocity error,
as is essential for the intended inkjet printing task.

V. CONCLUSION

This paper presented direct methods for vision-based control and the
application of industrial inkjet printing. These methods are motivated
by regarding the current state-of-the-art in visual motion control and
industrial inkjet printing. For industrial inkjet printing (i.e., OLED dis-
play manufacturing by printing a droplet into each display pixel), the
current state-of-the-art assumes that the pitch (or time) between indi-
vidual printing actions is fixed and a constant print-frequency com-
binedwithmotor-encoder feedback for control is sufficient for theman-
ufacturing of displays. However, when this assumption no longer holds
(i.e., a varying pitch due to a flexible display) current methods no longer
suffice. This is mainly due to the fact that the product (i.e., the location
for printing) is not directly measured. The proposed method takes this
into account by designing a trajectory online based on direct visual
measurements. The developments for this include a feature detection
method for the detection of individual display cells (from a 160 100
[px] image) and the visual control method with direct, online trajec-
tory generation (with update rate of 1600 [Hz]). As such, at each itera-
tion, the next state of the trajectory is generated based on a predefined
fifth-order point-to-point polynomial trajectory with predefined (i.e.,

) velocity on OLED cells, and a higher
velocity in between OLED cells. This allows for a higher average ve-
locity for the overall motion, which would be impossible for a constant
velocity trajectory if a similar quality of printing should be ensured.
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